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Analyses of datasets throughout the temperate midlatitude re-
gions show a widespread tendency for species to advance their
springtime phenology, consistent with warming trends over the
past 20–50 y. Within these general trends toward earlier spring,
however, are species that either have insignificant trends or have
delayed their timing. Various explanations have been offered to
explain this apparent nonresponsiveness to warming, including
the influence of other abiotic cues (e.g., photoperiod) or reductions
in fall/winter chilling (vernalization). Few studies, however, have
explicitly attributed the historical trends of nonresponding species
to any specific factor. Here, we analyzed long-term data on phenol-
ogy and seasonal temperatures from 490 species on two continents
and demonstrate that (i) apparent nonresponders are indeed re-
sponding to warming, but their responses to fall/winter and spring
warming are opposite in sign and of similarmagnitude; (ii) observed
trends in first flowering date depend strongly on the magnitude of
a given species’ response to fall/winter vs. spring warming; and (iii)
inclusionof fall/winter temperature cues strongly improves hindcast
model predictions of long-term flowering trends compared with
models with spring warming only. With a few notable exceptions,
climate change research has focused on the overall mean trend to-
ward phenological advance, minimizing discussion of apparently
nonresponding species. Our results illuminate an understudied
source of complexity inwild species responses and support the need
for models incorporating diverse environmental cues to improve
predictability of community level responses to anthropogenic cli-
mate change.
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Within general trends toward earlier spring (1–7), observed
cases of species and ecosystems that have not advanced

their phenology, or have even delayed it, appear paradoxical,
especially when made in temperate regions experiencing signif-
icant warming (2–5, 8–10). The typical interpretation of this
pattern has been that nonresponders are relatively insensitive to
spring warming, whereas species showing delays are often viewed
as statistical noise or evidence for unknown confounding factors
at play. However, physiological work on model species has shown
that the timing of flowering is controlled by multiple, complex
pathways related to temperature forcing at different times during
the plant life cycle (11). One important pathway is vernalization–
chilling requirements that must be met before a plant is able to
respond to spring warming (12, 13). These experimental studies
suggest that warm temperatures during the vernalization period
(typically fall and winter) can delay dormancy or the fulfillment
of chilling requirements (14), thereby delaying spring events,
such as flowering (13–18). Modeling and laboratory studies fur-
ther suggest that this effect could temper phenological advances
projected from climate warming (19, 20).
The importance of vernalization for explaining negligible or

delayed phenological trends in observed wild populations and
communities over the past 50 y, however, is highly uncertain.
Although one study has suggested a link (21), most vernalization
research is focused on model and crop species (11). Extensions

to wild communities have been relatively rare and generally
confined to large-scale ecosystem metrics, such as the timing of
spring “green-up” measured from satellite data (10, 22), or
a handful of woody species. The one study that hypothesized
vernalization requirements could explain observed divergent
trends of species’ phenology in natural communities (21) quan-
tified the divergent species’ sensitivities to fall and winter vs.
spring warmth but did not explicitly test whether these divergent
temperature responses could explain the observed long-term
trends. Thus, our goal was to test the extent to which observed
trends in wild species’ flowering times over the past 50 y can be
attributed to species’ vernalization vs. spring warming responses.

Results
We analyzed phenological changes at the species level in relation
to local climate data using two long-term, species-rich datasets of
temperate plants from the United Kingdom and eastern United
States. The first was a 47-y record (1954–2000) of first flowering
dates (FFDs) from 384 species at Chinnor, United Kingdom (2);
the second was a shorter (1970–2009) FFD dataset of 106 species
from Washington, DC (23). We then used a model-building
approach to classify each species in terms of its relative sensi-
tivity to fall/winter vernalization and spring warming. Using 3-mo
moving windows beginning the previous fall and ending at the
end of the concurrent year, mean daily temperatures were
compiled into seasonal growing degree day (GDD) summations
and standardized to Z-score values (zero mean, unit SD)
(Materials and Methods and Datasets S1 and S2). Our Z-score
predictors represent normalized indices of accumulated warmth,
with positive values indicating warmer than normal conditions
and negative values indicating cooler than normal conditions.
The motivation behind using these standardized predictors,
rather than raw temperatures, was to remove the possible in-
fluence of the higher interannual temperature variance during
the winter and early spring. From these climate predictors, we
selected, for each species, significant climate associations using
a liberal cutoff of P ≤ 0.10 for maximum inclusion of species
categorized as sensitive to yearly climate variability. First, the
best indicator of spring sensitivity was identified as the most
significant climate predictor, if present, with a negative re-
gression coefficient (i.e., earlier FFD associated with increased
warming). We then identified whether inclusion of fall/winter
sensitivity (i.e., evidence of dependence on vernalization) was
supported as an additional predictor in the regression model,
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with the restriction that vernalization sensitivity (i) needed to
occur before spring sensitivity, (ii) must have a significant positive
regression coefficient (i.e., delayed FFD with increased warming),
and (iii) must be significant at P ≤ 0.10 (P value method). As an
alternative, we also based selection of the vernalization sensitivity
on the Akaike Information Criterion corrected for small sample
sizes (AICc). The two methods gave similar results, as did other
analyses using a more stringent significance threshold (P ≤ 0.05)
or alternative GDD criteria (SI Text and Figs. S1–S4). Although
overall patterns were similar between the two datasets, the more
southern site (Washington, DC) had too few species with sig-
nificant vernalization sensitivities and too short a time series
for complex analyses. We therefore conducted basic analyses
on both datasets but confined more sophisticated analyses to the
Chinnor data.
Our analyses identified a set of species showing simple and

significant associations between phenological change and spring
temperatures with no sensitivity to temperatures at other times
of the year, which we term spring-only responders. A second set,
divergent responders, showed significant but opposite associa-
tions between phenology and both spring and fall/winter tem-
peratures (i.e., spring warming advanced FFD and fall/winter
warming delayed it). At Chinnor, we found 275 spring-only res-
ponders (72% of species) and 70 divergent responders (18%). At
Washington, DC, we identified 77 spring-only responders (73%)
and 11 divergent responders (10%). Of the remaining species, 14
at Chinnor and 4 at Washington, DC did not advance in response
to spring warming but did delay FFD with warmer fall/winter
temperatures (vernalization only), whereas 25 species at Chinnor
and 14 at Washington, DC had no significant response to tem-
peratures during any season (nonresponders). Spring warming
and vernalization sensitivities for each species, including SEs, are
summarized in Datasets S1 and S2 for Chinnor and Washington,
DC, respectively.
If vernalization requirements delay flowering with warmer falls

and winters but also occur in species that respond to spring
warmth by advancing flowering, we expect significant sensitivity
to winter warming to be most prevalent among species showing
no overall change or delayed spring flowering. In contrast, we
expect species showing significant spring advancement to be
primarily spring-only responders. For example, matching pre-
dictions, Acer campestre, a spring-only responder, significantly
advanced its FFD by −0.27 d·y−1, a stark contrast to Clematis
vitalba, a divergent responder with a near-zero trend in FFD
(+0.02 d·y−1).
These predictions were further supported considering the full

community of species. Vernalization sensitivity was most common
among species with negligible or delayed flowering trends, species
previously considered nonresponsive to warming trends over the
past 50 y (Fig. 1). Divergent responders showed only a slight
advance in FFD over time (mean trend in FFD: −0.07 d·y−1 at
Chinnor and −0.09 d·y−1 at Washington, DC). Trends toward
earlier flowering were significant (P ≤ 0.10) in only 17.1% and
36.4% of the divergent responders at Chinnor and Washington,
DC, respectively. By contrast, spring-only responders advanced
significantly more than divergent responders, and at nearly twice
the mean rate (Table S1; −0.14 d·y−1 at Chinnor and −0.15 d·y−1

at Washington, DC).
Greater advance over time of spring-only responders com-

pared with divergent responders could be caused by either or
both of two effects. First, species that do not have significant
vernalization sensitivities could have stronger responses to spring
warming (i.e., higher spring sensitivities). Second, vernalization
responses may be counteracting spring warming responses that
would otherwise advance FFD.
We tested for these effects in turn, using the longer, more spe-

ciose Chinnor dataset. We found that species in both groups were
equally responsive to external warming in spring (i.e., their average

estimated spring warming sensitivities were almost identical) (Fig.
2 and Table S2; Chinnor: −6.4 d·Z−1 in spring-only responders vs.
−6.7 d·Z−1 in divergent responders; Student t test, P = 0.51). In-
deed, our two example species, A. campestre (spring-only re-
sponder) and C. vitalba (divergent responder), have similar spring
warming sensitivities (−5.4 d·Z−1 and −5.1 d·Z−1, respectively),
despite widely divergent FFD trends. We can therefore reject our
first hypothesis, and we note that the differences in long-term
trends between spring-only and divergent responders are likely not
attributable to different sensitivities to spring temperature forcing.
Instead, the data support our second hypothesis: Vernalization

sensitivities partially or wholly compensate for spring warming
responses in divergent responders. In the divergent responders,
earlier flowering species tend to have larger magnitude sensi-
tivities both to spring and fall/winter temperatures (Fig. 3A). The
absolute magnitude of the spring warming sensitivity tends to be
higher than the vernalization sensitivity (Fig. 3B); the ratio of
vernalization to spring warming sensitivity, averaged across the
divergent responders, is 0.77 (Fig. 3; mean spring warming sen-
sitivity: −6.7 d·Z−1, mean vernalization sensitivity: +4.7 d·Z−1).
Under uniform seasonal warming, vernalization sensitivities of
these species can be expected to counter about three-quarters of
the trend toward earlier FFD induced by spring warming.
Using our regression models, we compared modeled FFD

trends of the Chinnor divergent responders to see if including the
vernalization term improved the match to observed trends. Al-
though this is not an independent hindcast (i.e., we are forcing the
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Fig. 1. Change (temporal trend) in FFD within four response categories at
Chinnor. Plant species at Chinnor fall into four categories of observed seasonal
temperature responses that covary with the species’ long-term trends in FFD
over time: species that respond to spring warming only (spring-only res-
ponders,n= 275 species), specieswithboth significant springwarming and fall/
winter vernalization sensitivities (divergent responders, n = 70 species), species
with fall/winter vernalization sensitivity only (vern-only, n = 14 species), and
species with no significant climate sensitivity (non-resp, n = 25 species). Ob-
served changes in FFD over time (x axis, trend in d·y−1) are negative for species
that have advanced their spring FFD and positive for species that have delayed
their spring FFD. (A) Normalized histogram for each response category. (B)
Empirical cumulative distribution function for each response category.
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model with the original calibration data), a comparison between
the two statistically valid models for the divergent responders
(spring warming only vs. spring warming + vernalization) may
provide additional support for our hypothesis. A simple seasonal
warming model (using only spring warming sensitivity) over-
predicts advances for the 70 divergent responders [Fig. 4; model:

−0.16 d·y−1, observed: −0.07 d·y−1], whereas the same class of
model accurately captures trends toward earlier FFD for the 275
spring-only responders (Fig. S5 and Table S3; model: −0.16 d·y−1,
observed: −0.14 d·y−1). By contrast, trends from the model in-
corporating both vernalization and spring warming sensitivities
are consistent with, and statistically indistinguishable from, the
observations (Fig. 4 and Table S4; model: −0.05 d·y−1). Even
though this test is not a true independent validation, it does
demonstrate that in the absence of any other forcing, warming
trends during the spring would significantly advance flowering of
the divergent responders, a response contrary to the observations.
Only when we incorporate the compensating influence of the
vernalization term do our predictions closely approximate the
negligible observed trends for these species. This analysis helps to
illustrate our central conclusion: Diminished trends in observed
FFD for species with vernalization sensitivities are not attribut-
able to nonresponsiveness to climate but are instead caused by
opposing responses to similar temperature forcing (warming) in
different seasons.

Discussion
Although phenological advancement with spring warming is
near-ubiquitous in temperate ecosystems (found for 89.3% and
83.0% of species at Chinnor and Washington, DC), our results
suggest that focusing only on spring warming sensitivities will
lead to inaccurate interpretations and predictions for species
that may rely both on fall/winter chilling and spring forcing. For
these species, vernalization plays a major role in what is often
abstracted into a two-phase system leading to spring phenology.
In the first phase, cool autumn and winter temperatures are
needed to release dormancy in a plant (“chilling”), and in the
second phase, warm spring temperatures then promote cell
growth (“forcing”) (19, 24). The best predictions of spring phe-
nology for species with vernalization will thus require models
that accurately estimate the break of dormancy—a process that
has continually proven difficult to measure (24) and may be
controlled by complex interactions of multiple cues (24, 25).

Warm-Only Sp
Divergent Sp

−20 −17 −14 −11 −8 −5 −2
0

0.05

0.1

0.15

0.2

0.25

0.3

P
ro

po
rt

io
n 

of
 s

pe
ci

es

 Spring warming sensitivities (days Z   )−1

spring-only
divergent

Fig. 2. Spring warming sensitivities for spring-only (green) and divergent
(blue) responders. Normalized histograms compare the magnitude of spring
warming sensitivities between the spring-only (green line) and divergent
(blue line) responders. Because the climate predictors are standardized to
zero mean and unit SD (Z-score), sensitivity units are in days per Z-score de-
viation. Mean spring warming sensitivities are not significantly different (P =
0.51; Table S2) between the spring-only and divergent species: −6.4 d·Z−1 for
spring-only responders and −6.7 d·Z−1 for divergent responders. Results in-
dicate that spring-only and divergent responders are equally sensitive and
responsive to spring warmth.
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Fig. 3. Vernalization vs. spring warming sensitivities for divergent responders (n = 70 species categorized as divergent responders based on P value criteria in
the Chinnor dataset). (A) Each species from the divergent responders group is represented by two dots: one blue dot for the magnitude of its vernalization
sensitivity and one green dot for the magnitude of its spring warming sensitivity. Negative values indicate that warming advances FFD, and positive values
indicate that warming delays FFD (y axis). Mean FFD for each species (day of year) is shown (x axis). The absolute magnitudes of the spring and vernalization
(fall/winter) temperature sensitivities tend to decrease with later mean FFD, suggesting earlier flowering species are more sensitive to external climate
forcing. (B) Estimated vernalization (x axis) and spring warming (y axis) sensitivities for each of the 70 divergent species. The dashed line indicates the 1:1 line,
and the y axis is reversed. The preponderance of circles above the dashed line indicates that spring warming sensitivities generally are stronger (have greater
absolute magnitude) than fall/winter vernalization sensitivities.
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Accounting for vernalization sensitivities in future projections
will be important for understanding community level responses to
warming, especially if warming trends are not uniform across the
growing season (e.g., if winter warming outpaces spring warming).
For example, species with spring-only responses may continue to
show overall spring advancement, whereas divergent responders
may exhibit small or negligible trends. This process could explain
the emergence of novel gaps between flowering periods of sym-
patric species (26), with potentially large cascading effects on
pollinators that rely on continual flowering (27, 28).
We identified significant vernalization sensitivity in nearly one

in five of the species analyzed from Chinnor. We also found
a lower prevalence of species with significant vernalization sen-
sitivity in Washington, DC (only 1 in 10) compared with Chinnor.
This pattern is expected, based on physiological work indicating
that temperate species show a latitudinal cline in vernalization
requirements, with sensitivities to fall and winter temperature
being smaller at lower latitude (e.g., Washington, DC at 38.4° N)
compared with higher latitude (e.g., Chinnor at 51.4° N) sites
(29). Alternatively, the fewer divergent responders in the
Washington, DC dataset may be attributable to differences in the
two datasets themselves, specifically the shorter time period and
fewer number of sampled species in Washington, DC compared
with Chinnor. If divergent responders comprise a small fraction
of total species in a community, as this analysis seems to indicate,
detection of these species will be difficult in datasets that do not
holistically sample the community.
Interestingly, our analyses extend to fall/winter responders

a pattern previously recognized in spring responders. Prior
studies documented that responses to spring temperature have
been strongest in early-flowering species, declining for species

that normally flower later in spring and summer (30, 31). We
document this same pattern with respect to both spring and fall/
winter sensitivities in divergent responders: The response to
temperature is greatest for early spring bloomers and declines
for species that are late spring/summer bloomers (Fig. 3A).
The datasets we use document first observed flower rather

than mean population flowering dates, a distinction that could
bias our results or complicate our interpretations. For example,
if increased warming in spring leads to earlier bud break and
increased risk for exposure to damaging frost events, advances in
flowering may be underestimated because the total number of
buds flowering, and the opportunity to observe the earliest flower
accurately, will be reduced. We believe this issue is unlikely to be
a major concern within the Chinnor dataset, however. First,
many of our species flower in late spring and early summer (May
and later), when the risk for exposure to frost events is minimal.
Second, frost dates over much of Europe and the United King-
dom have generally advanced in step with earlier spring, miti-
gating the potential impact of these frost events on species
phenology (32, 33).
This study demonstrates, in a long-term empirical analysis,

that the interplay between vernalization and spring warming
sensitivities to temperature explains much of the apparently
paradoxical behavior of wild species that are showing later spring
events or failing to change their timing despite local warming. It
directly supports, but scales up to the community level for both
herbaceous and woody species, previous work on process-based
modeling that included vernalization of dominant tree species
(19, 24). Our results highlight the dominant role of temperature
in controlling plant phenology (34) and suggest that plant
responses to spring warming may be more universal than sug-
gested by trend-based studies; many species in Chinnor and
Washington, DC respond significantly to spring temperature
forcing, regardless of their trend over time. Other abiotic cues
may also significantly influence flowering phenology depending
on species and location, including photoperiod, irradiance, and
soil moisture (35–38). However, the exact roles and impacts of
these other factors are unclear (39–41), and molecular and
physiological studies suggest temperature can trump such cues
(17). Clearly, more laboratory and field studies are needed to
understand how these diverse pathways interact to influence
flowering in wild communities. Our results lend field-based,
community-level support for the numerous experimental- and
physiological-based studies of vernalization that show how
chilling requirements could retard species responses to spring
warming. Importantly, our work suggests that long-term obser-
vations of wild plants, coupled with further physiological studies,
can be used to improve model predictions of the diversity of
species’ phenological responses to climate change.

Materials and Methods
All FFD for the analyses came from datasets located at Chinnor, United
Kingdom (2) and Washington, DC (23). Daily minimum and maximum tem-
perature data for Chinnor were taken from the Global Historical Climatol-
ogy Network station at Oxford (GHCN ID UK000056225, located at 51.77° N,
1.27° W), with temporal coverage of the years 1854–2001. For the Wash-
ington, DC site, temperature data were taken from GHCN station
USW00013721 (38.30° N, 76.42° W), covering the years 1945–2010. We
converted the daily maximum and minimum temperatures to daily mean
temperatures and built our suite of predictor variables using 3-mo moving
window GDD summations, with a base temperature of 0 °C. We used GDD
summations, rather than mean temperatures, in recognition of the well-
established concept that phenology responds primarily to integrated climate
forcing (42, 43). Once each seasonal GDD summation was calculated, we
standardized to zero mean and unit SD. The seasonal summations began
with August-September-October of the previous year, continuing with
September-October-November of the previous year and on in that fashion
until October-November-December of the current year.
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Fig. 4. Observed and modeled FFD trends (d·y−1) for the 70 divergent res-
ponders at Chinnor. Observed trends in FFD are colored gray, modeled FFD
trends using only spring warming sensitivities are colored green, and mod-
eled FFD trends using spring warming and vernalization sensitivities are
colored blue (n = 70 species). The observed trends are centered on zero, and
trends for the models incorporating vernalization sensitivity are similarly
centered. If only the spring warming predictors are considered for these
species, modeled trends are biased negative, predicting a general advance in
the timing of FFD that is at odds with the observations. Including vernali-
zation sensitivity as well as spring warming sensitivity improves the ability of
the model to reproduce the observed temporal FFD trends.
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Because we have no a priori knowledge of either the timing or magnitude
of species sensitivities to climate forcing, we designed a model-building
approach to identify the seasons of response objectively. Our methodology is
based on reasonable expectations regarding how phenology responds to
climate, drawing from research in the plant physiology and phenological
literature. Specifically, these expectations are (i) spring warming is the pri-
mary control on flowering for most species at these temperature-limited
sites, (ii) vernalization responses occur during months and seasons before
the spring warming responses, and (iii) timing of flowering does not re-
spond to temperature forcing that occurs in months or seasons after the
emergence of flowering for most species (13, 34, 40). We filtered all FFD
time series in both datasets by restricting our analyses to those FFD series
with at least 8 overlapping years with the GHCN temperature data. We
compared our FFD time series, using linear least-squares regression, against
every GDD summation predictor with a mean date before the mean FFD for
that species. Restricting the allowed predictors in this way limited the pos-
sibility of nonsensical results (e.g., FFD responding to GDD forcing that
occurs after flowering). From the remaining predictors, we first selected for
the most significant (smallest P value) predictor where the resulting re-
gression equation had a negative regression coefficient, indicating earlier
FFD with increased warmth. This became the spring warming sensitivity for
that species. If the selection procedure did not identify a regression equation
with a significant negative regression coefficient, the algorithm was then
allowed to select any significant predictor if present. For those species with
significant spring warming sensitivities, an additional step attempted to
select for a significant predictor with a positive regression coefficient
(delayed FFD with increased warming) that occurred in a season before the
spring warming sensitivity. This was then flagged as a potential vernaliza-
tion sensitivity, and the model for this species was refit with two (spring
warming and vernalization) predictors rather than only the spring warming
predictor. In the case of these divergent responders, the sign and season of
the spring warming coefficient are unchanged.

We then used two criteria to determine the significance of the vernali-
zation cue. The first is based on retaining the vernalization predictor if the
P value for the associated regression coefficient passed a significance

threshold of P ≤ 0.10 (P value method). As an alternative, we also based
selection of the additional vernalization sensitivity on the AICc using
a ΔAIC cutoff of 2 (“AICc method”) (44). Those species with a significant
spring warming sensitivity only were labeled as spring-only responders, and
those with significant spring and vernalization sensitivities were labeled as
divergent responders. Vernalization and spring warming predictors used in
the divergent responder models were almost uniformly uncorrelated. Of
the 89 species initially identified as potential divergent responders at
Chinnor, only 5 (Anisantha sterilia, Glycerian fluitans, Malva moschata,
Ophrys apifera, and Vinca minor) had vernalization and spring warming
predictors that were significantly correlated at the P ≤ 0.10 level. Of these,
only M. moschata passed the primary test for inclusion of the vernalization
predictor (P ≤ 0.10; 70 species). Autocorrelation is unlikely to have a sig-
nificant impact on our regressions. At Chinnor, average lag-1 autocorre-
lation across the 384 species was r = 0.08. Of these species, only 45 (11.7%)
had significant autocorrelation at the P ≤ 0.05 level and only 67 (17.5%)
were significant at the less restrictive P ≤ 0.10 level. Seasons of response for
the spring warming and vernalization predictors were fit separately for
each species; once selected, these seasons were fixed from year to year.
Thus, for example, a species with a spring warming response during March-
April-May will respond, in the model, to temperature variability during this
seasonal interval every year.
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